GridWise Alliance Technology Council Meeting Agenda

Exascale for Grid Use
November 29, 2023 @ 3:00 PM ET

I. | Welcome & Antitrust Guidelines Josh Steinhardt, Operations Director

II. | Presentation on Exascale for Grid Use Shri Abhyankar, Senior Scientist, Pacific Northwest National
Laboratory

III. | Questions and Discussion All
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GridWise Alliance
Antitrust Compliance Program Guidelines

It is the policy of the GridWise Alliance to comply fully with the antitrust laws. The
Sherman Act and other applicable antitrust laws are intended to promote vigorous
and fair competition and to combat various restraints of trade.

Each person who participates in GridWise Alliance activities has a responsibility to
his/her employers and to the GridWise Alliance to avoid any improper conduct from an
antitrust standpoint. The following guidelines will assist in meeting this responsibility:

1. GridWise Alliance meetings and discussions generally cover topics related to
the generation, transmission and distribution of electricity. Should related
discussions ever have any potential for competitive impact, all due care shall

be taken to avoid such discussion between competitors.

2. In view of antitrust considerations and to avoid any possible restraints on
competition, the following legally sensitive subjects must be avoided during any
discussion between competitors:

(a) Future marketing plans of individual competitors should not be
discussed between competitors;

(b) Any complaints or business plans relating to specific customers,
specific suppliers, specific geographic markets or specific products,
should not be discussed between competitors;

(c) Purchasing plans or bidding plans of companies in competition
should not be discussed (except privately between two parties with a
vertical commercial relationship such as supplier and customer); and

(d) Current and future price information and pricing plans, bidding plans,
refund or rebate plans, discount plans, credit plans, specific product
costs, profit margin information and terms of sale should not be
discussed between competitors. All of the above are elements of
competition.

3. Any question regarding the legality of a discussion topic or business practice
should be brought to the attention of the GridWise Alliance legal counsel or
a company’s individual legal counsel for advice.
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Exascale for
Grid Use

November 29, 2023

Shrirang Abhyankar, Chris Oehmen

Pacific Northwest National Laboratory
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PNNL is operated by Battelle for the U.S. Department of Energy



\*f/ Future Grid: Bigger, Cleaner, Reliable, but with
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Renewable Projections Electric Vehicles reliable, cleaner, equitable electricity

U.S. electricity generat ion U.S. renewable electricity generation = ishare of electric light-duty vehicles, United States (2010-2050)
AE02022 Reference case including end use cla hge of sales
frillion kilowatthours frillion kilowatthours hi — -
istory 1 projection
6 2021 05 W1 |
history | projection " history | projection

 Need to manage increased uncertainty
i e from weather, renewable generation,
Y R vy il — = = = =] | and computer age revolution.

Increase in disruptions EV charging * Grid has evolved significantly, become

e ] Pk |

e U A bigger, more complex.

e > s . ; * We are developing a unique capability
’ i | for regional-scale grid analysis that
| can:

 Handle very large number of

uncertainty scenarios
CAISO Net load | ﬁ
”Duck” curve

N\ » Concurrently address grid security
= concerns
u e ¢ Ad VanCed COmpUtathn
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Northwest  \What is Exascale?

THE DAWN OF GPU-ACCELERATED EXASCALE

MAINR | FAPS IN PEREARMANCF DRIVING THRFF PHASFS OF SIIPFRCOAMPIITINT,

Performance of Top Supercomputers

1 ExaFLOPS

A
& 1PetaFLOPS
-

IBM ASCI
White
®

CPU-DNLY GPU-ACCELERATED GPU-ACCELERATED
1TeraFLOPS TERASCALE PETASCALE EXASCALE

2000 2005 2010 2015 2020 2025

* 10M8 (1 quintillion or
billion billions)

calculations per
second (FLOPS)

e Current frontier in
computing

« GPU-based
acceleration




neteet  Exascale Computing Initiative E\(GP
_&‘ « DOE Office of Science + ;‘;3’" “"" ‘

NNSA N | -

« 35 software projects + 8
hardware projects

 Vendors: AMD, NVIiDia, Intel,

» Application projects:
« Cancer research, Mini-reactor
design, urban planning, high-
energy physics,plasma physics, |

electric grid, wind plant flow,
combustion engine design, ... Frontier Supercomputer at Oak Ridge National Laboratory

 https://www.exascaleproject.org/
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Challenge problem:
Emergency planning of
assets for extreme events

\7/ Exascale Stochastic Grid Dynamics (ExaSGD)

» Regional-scale nodal-level planning

* Ability to assess thousands of
scenarios in quick time

H - Concurrently adhere to voltage and

------------

Austin

http:/www.exascaleproiect.orq/re
search-project/exasqgd/

reactive power concerns

B - Integrate best-in-class computational

advancements

||« Usable from laptop to

supercomputers to cloud



https://www.exascaleproject.org/research-project/exasgd/
https://www.exascaleproject.org/research-project/exasgd/

\%/ Exascale Grid Optimization (ExaGO) Toolkit
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Time

Reliability

« Open-source software tool for large-
scale decision making under
uncertainty for

= Renewable integration (uncertainty)
» Security and vulnerability (reliability)
» Scheduling (time)

« Advanced optimization for inter-
regional planning with voltage
security, reactive power concerns

« Laptops to Supercomputers

ExaGO is a state-of-the-art high-performance
tool for large-scale decision making under

uncertainties

/ Scenarios \

Wind Toolkit

/ Grid Optimization \

* Detailed AC models

» Massively parallel (GPUs)

* Multiperiod-multi scenario
optimization

* N-k contingency consideration

* Frequency response

+ DER and storage

Gecisions & Analysg

T PebuedPeied Roco P

Sy

Optimal DER scheduling
I LW

%l[l,w

.w‘@’/

Identify resiliency issues

https://github.com/pnnl/ExaGO



https://github.com/pnnl/ExaGO
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Problem
composability

Uncertainty

Security

Detailed ACOPF modeling

* Line flow limits

* Voltage limits

* Bus power
balance

* Quadratic costs

Standard
ACOPF

* PV/PQ switching

* Automatic
governor control

* Ramp up/down
signals

* Multi-objective

* |nitialization
S

Advanced

Multiperiod Stochastic
OPF OPF SCOPF OPF
OPFLOW TCOPFLOW SCOPFLOW SOPFLOW Applications
Time @ @ @ @
ExaGO
HiOp Ipoot TAO Solver

Application and Solvers

Distributed algorithms

HiOp

st gole) = bo,
=0

Rank 0

N
min f(7) + 3 Rifer)
i=1

ExaGO
J&) golx)

x 4} ﬁ R (%), Ry(X),.., Ry(x)

goHiOp: Primal decomposition MPI optimization engine

* Storage

* Reserves

* Flexible demand

* Piecewise costs

* PSSE input

* Soft constraint
limits

* Load
curtailment

* Bus power
imbalance

Rank1 x4 MR

Rank2 x 41 4}R,)

HiOp
Bafz) = i filwan)

HiOp
() = i falw, )

st glrpn) = b, st g2(7, %) = by, st. gn(z.yn) = by,
iy > 0. y2 2 0. uw = 0.
ExaGO ExaGO ExaGO
filey) gy fat.y2)  Ga(xyz) faleyw)  gu(xyn)
o =N N

Rank N

RS
HiOp

fiy(x) =Ig¥l Iwlz,yw)

GPU implementation
CPU data-layout
Array of structs

One-time
H2D copy

Umpire

a=[a0, al]
b = [b0,b1]

SIMD efficient
data-layout

CPU-GPU
implementation

Solve RAJV
HiOP
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N-1 contingency
Constrained ACOPF

5

. Q=
S

10,000 scenarios
« 2000 nodes

« 12,000 NVIDIA
GPUs

N-1 contingency
Constrained ACOPF +
Wind generation uncertainty

il

Summit Supercomputer @ ORNL

1,000 scenarios
e Crusher
¥ Pre-exascale machine B 128 nodes
« ~1,000 AMD GPUs

1%

G
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... 10 Exascale (2023)

US supercomputer breaks exascale barrier
14 June 2022

first to break the exascale performance barrier.

< Share

The US Department of Energy's (DOE) Frontier supercomputer system at Oak Ridge National
Laboratory (ORNL) has heen ranked as the fastest computer in the world, as well as becoming the

* Large-scale grid optimization
(ACOPF) problem with 100,000
what-if scenarios with wind
uncertainties and contingencies

 Qver 7 billion variables
 Under 20 minutes execution time
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ExaGO
visualization

What you see is
what you select

 Limited Flexibility
* Learning curve

»

1 Net
@ ®
SASKATCHEWAN

BRITISH |
COLUMBIA ALBERTA MANITOBA Search for buses

Edmontons D Flow b

Generation Power -

Saskatoons

Generation Capacity

Winni - :
] Search for generations
Wind Solar I Nuclear
Natural Gas Hydro
NORTH DAKOTA
Coal M Other

Bismarcks

NEBRA!

[ Load -

Voltage

UNITED §
2 L

Search for counties

»

KANSAS

Oklahoma City «
OKLAHC

T Gy VT (I R S 1 1



-

Pacific

Northwest | arge Language Models

E * Human-computer interaction
through natural language

* Ask a question, get an "the”
answer

* Tremendous growth over last
several years

 How can LLMs be used for grid
analysis”?

Microsoft Bing

b
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What you see
iIs what you ask

e Generative Al
(ChatGPT) based
decision support
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» Energy Earthshot Floating Offshore
Wind Integration Study

» Stochastic Reliability Assessment
Studies for NAERM

 Cloud deployment
« Usability

Github repository

Contact: Shri Abhyankar

\::r‘}) ExaGU (shri@pnnl.gov)
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